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Abstract. Classifier-independent measures are important to assess the
quality of corpora. In this paper we present supervised and unsuper-
vised measures in order to analyse several data collections for studying
the following features: domain broadness, shortness, class imbalance, and
stylometry. We found that the investigated assessment measures may al-
low to evaluate the quality of gold standards. Moreover, they could also
be useful for classification systems in order to take strategical decisions
when tackling some specific text collections.

1 Introduction

Many algorithms devoted to document categorization have been tested on clas-
sical corpora such as Reuters and 20 Newsgroups in order to determine their
quality. However, up to now the relative hardness of those corpora has not been
completely determined.

The relative clustering hardness of a given corpus may be of high interest,
since it would be helpful to determine whether or not the usual corpora used to
benchmark the clustering algorithms are hard enough.

Moreover, when dealing with raw text corpora, if it is possible to find a set of
features involved in the hardness of the clustering task itself, ad-hoc clustering
methods may be used in order to improve the quality of the obtained clusters.
Therefore, we believe that this study would be of high benefit.

In [1], the authors attempted to determine the relative hardness of different
Reuters-21578 subsets by executing various supervised classifiers. However, in
their research work it is not defined any measure for determining the hardness
of these corpora, neither the possible set of features that could be involved in
the process of calculating the relative hardness of some corpus.
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The aim of our proposal is to evaluate classifier-independent features which
could help on determining the hardness of a given corpus. As far as we know,
research work in this field nearly have been carried out in literature.

For the purpose of our investigation, we took into account four different cor-
pus features: domain broadness, shortness, class imbalance, and stylometry. We
consider that these features will be sufficient to evaluate the relative hardness of
a document collection. The aim is, for instance, to agree on whether the quality
of the gold standard is good enough or not.

The description of the features to be investigated together with the corre-
sponding assessing measures is given as follows.

Domain broadness. The goal is to evaluate the broadness of a given corpus.
We assume (see for instance [2]) that it is easier to classify documents be-
longing to very different categories, for instance “sports” and “seeds”, than
those belonging to very similar ones, e.g. “barley” and “corn” (Reuters-
21578). The attempt is to indicate the domain broadness degree of a given
corpus. A binary classifier would assign, respectively, the tags wide to the
former “sports-seeds” collection and narrow to the latter “barley-corn” one.

Shortness. The term frequency is crucial for the majority of the similarity
measures. When dealing with very short texts, the frequency of their vocab-
ulary is very low and, therefore, the clustering algorithms have the problem
that the similarity matrix has very low values. Therefore, we believe that
independently of the clustering method used, the average text length of the
corpus to be clustered is an important feature that must be considered when
evaluating its relative difficulty. The formula introduced by Herdan [3] has
extensively been used for measuring lexical richness of documents [4] such
as, vocabulary richness for authorship attribution [5].

Class imbalance. The document distribution across the corpus is another fea-
ture that we consider important to take into account. There may exist dif-
ferent levels of difficulties depending on whether the corpus is balanced or
not. This feature is even more relevant when the corpus is used with the pur-
pose of benchmarking different classifiers, for instance in the different tasks
of an international competition such as SemEval1. Let us suppose that the
corpus is totally unbalanced and, that for some reason exists a clue of that.
If so, then some participants would “wisely” force their system to obtain
the least possible number of clusters in order to get the best performance
(unfair for the rest of the teams). The imbalance degree of a given corpus
is also closely-related to the external corpus validation measure used (e.g.
F -Measure) and, therefore, the obtention of a single value for measuring it
will clearly be of high benefit. Two research works that deal with the prob-
lem of class imbalance are the ones presented in [6] and [7]. Particularly, in
the former paper it is claimed that class (category) imbalances hinder the
performance of standard classifiers.

Stylometry. It refers to the linguistic style of a writer. The goal is to deter-
mine the authorship of a set of documents. Even if in our case, the aim

1 http://nlp.cs.swarthmore.edu/semeval/
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is not to attribute the authorship but to distinguish between scientific and
other kind of texts. Due to the specific writing style of researchers, when
the collection to be clustered is scientific then a new level of difficulty arises.
This observation has its basis in domain-dependent vocabulary terms that
are not considered in the pre-processing step (for example, in the elimination
of stopwords phase). There have been carried out several approaches on the
statistical study of writing style (stylometry) field [8]. Morover, up to now,
it stills an active research area [9,10].

The rest of this paper is structured as follows. The following section describes
the measures we have used in the study of assessment of the quality of text
corpora. Section 3 presents the evaluation of standard corpora used in the task
of categorization. Finally, the conclusions are given.

2 Corpus Assessment Measures

The supervised vs. unsupervised nature way of measuring each of the mentioned
corpus features is very important. Some measures evaluate the gold standard of
the target corpus and, therefore, they are devoted to evaluate the classification
given by the “experts”. The other evaluations are meant to be obtained without
any knowledge of the distribution of the documents and, therefore, they may
be used to either evaluate general features of the collection or to improve, for
instance, clustering results from an unsupervised viewpoint.

In the following sub-sections we present both, the supervised and unsupervised
versions of the previously introduced corpus features.

2.1 Domain Broadness Evaluation Measures

In this approach, we assume (see for instance [2]) that it is easier to classify doc-
uments belonging to very different categories, for instance “sports” and “seeds”,
than those belonging to very similar ones, e.g. “barley” and “corn” (Reuters-
21578). The attempt is to indicate the domain broadness degree of a given cor-
pus. A binary classifier would assign, respectively, the tags wide to the former
“sports-seeds” collection and narrow to the latter “barley-corn” one.

Using statistical language modeling. The first approach presented for the
assessment of gold standards makes use of Statistical Language Modeling (SLM)
in order to calculate probabilities of sequences of words in the different classes
of a gold standard and, thereafter, to determine the domain broadness degree
of the corresponding corpus by using two different variants, namely supervised
and unsupervised.

SLM is commonly used in different natural language application areas such as
machine translation, part-of-speech tagging, information retrieval, etc [11,12,13].
However, it has been originally known by its use in speech recognition (see for
instance [14]) which stills the most important application area.
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Informally speaking, the goal of SLM consists in building a statistical language
model in order to estimate the distribution of words/strings of natural language.
The calculated probability distribution over strings S of length n, also called n-
grams, attempts to reflect the relative frequency in which S occurs as a sentence.
In this way, from a text-based perspective, such a model tries to capture the
writing features of a language in order to predict the next word given a sequence
of them.

In our particular case, we have considered that every hand-tagged category
of a given corpus would have a language model. Therefore, if this model is very
similar to the rest of them which were calculated from the remaining categories,
then we could affirm that the corpus is narrow domain. Our proposal approaches
also in an unsupervised way the problem of determining the domain broadness
of a given corpus by calculating language models for v partitions of the corpus
without any knowledge about the expert document categorization. However, due
to the fact that the perplexity is by definition dependent on the text itself, we
should make sure that the text chosen is representative of the entire corpus [15].

Given a corpus made up of k categories C = {C1, C2, · · · , Ck}, we obtain the
language model of all the categories except Ci (C̄i) and, thereafter, we compute
the perplexity (PP ) of the obtained language model with respect to the model
of Ci. That is, we use the category Ci as a test corpus and the remaining ones as
a training corpus in a leave one out process. Formally, the Supervised Language
Modeling Based (SLMB) approach for determining the domain broadness degree
of the corpus C may be obtained as shown in Eq. (1).

SLMB(C) =

√√√√ 1

k

k∑
i=1

(
PP (Ci|C̄i) − μ(PP (C|C̄i))

)2

(1)

where

μ(PP (C|C̄i)) =

∑k
i=1 PP (Ci|C̄i)

k
(2)

The Unsupervised Language Modeling Based (ULMB) approach for assessing
the domain broadness of a text corpus is computed as follows. Given a corpus
C splitted into subsets C′

i of l documents, we calculate the perplexity of the
language model of C′

i with respect to the model of a training corpus composed
of all the documents not contained in C′

i (C̄′
i). Formally, given C̄′

i

⋃
C′

i = C such
as C̄′

i

⋂
C′

i = ∅ and k =Integer( |C|
|C′

i| ) with |C′
i| ≈ l, the unsupervised broadness

degree of a text corpus C may be obtained as shown in Eq. (3).

ULMB(C) =

√√√√ 1

k

k∑
i=1

(
PP (C′

i|C̄′
i) − μ(PP (C|C̄′

i))

)2

(3)

where

μ(PP (C|C̄′
i)) =

∑k
i=1 PP (C′

i|C̄′
i)

k
(4)
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Using vocabulary dimensionality. This measure of calculating the domain
broadness of a corpus assumes that those subsets belonging to a narrow domain
will share the maximum number of vocabulary terms compared with the subsets
which do not. In case of a wide domain corpus, it is expected that the standard
deviation of vocabularies obtained from subsets of this corpus is greater than the
one of a narrow domain corpus. We formalise the above mentioned idea as follows.

Given a corpus C (with vocabulary V (C)) which is made up of k categories
Ci, the Supervised Vocabulary Based (SVB) measure for the domain broadness
of C may be written as shown in Eq. (5).

SV B(C) =

√√√√ 1

k

k∑
i=1

(
|V (Ci)| − |V (C)|

|C|

)2

(5)

The Unsupervised version of the Vocabulary-Based (UVB) domain broadness
evaluation measure would be useful when the gold standard is not available. Since
the categories are unknown, we could then use each document (n) instead of the
corpus categories (k). The unsupervised broadness evaluation measure (based on
vocabulary dimensionality) of a corpus C made of n documents (D1, ..., Dn) may
be written as shown in Eq. (6).

UV B(C) =

√√√√ 1

n

n∑
i=1

(
|V (Di)| − |V (C)|

|C|

)2

(6)

2.2 Shortness-Based Evaluation Measures

These evaluation measures assess features derived from the length of a text.
Given a corpus C made up of n documents Di, we present two unsupervised text
length-based evaluation measures which take into account the level of short-
ness [3]. We directly calculated the arithmetic mean of Document Lengths (DL)
and Vocabulary Lengths (VL) as shown in Eq. (7) and (8), respectively.

DL(C) =
1

n

n∑
i=1

|Di| (7)

V L(C) =
1

n

n∑
i=1

|V (Di)| (8)

2.3 Class Imbalance Degree Evaluation Measure

The class imbalance degree is an important feature that must be considered
when corpora are categorized, since according to the imbalance degree there
could exist different levels of difficulty [6]. This feature is even more relevant
when the corpus is used for benchmarking different classifiers. Let us suppose
that the corpus is totally unbalanced and, that for some reason there exist some
clue of that. This fact could lead some participants to force their system to obtain
the least possible number of clusters in order to get the best performance. In
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these conditions it would be quite difficult to carry out a fair evaluation and,
therefore, to determine which is(are) the best system(s).

Given a corpus C (made of n documents) with a pre-defined gold standard
composed of k classes (Ci), the Expected Number of Documents per Class is
assumed to be: ENDC(C) = n

k .
The supervised Class Imbalance (CI) evaluation measure is calculated as the

standard deviation of C with respect to the expected number of documents per
class in the gold standard as shown in Eq. (9).

CI(C) =

√√√√ 1

k

k∑
i=1

(
|Ci| − ENDC(C)

)2

(9)

2.4 Stylometric-Based Evaluation Measure

The aim of this measure is to determine whether a corpus is written with the
same linguistic style or not.

For the analysis of slylometry introduced here, we make use of the Zipf law
[16]. Formally, given a corpus C with vocabulary V (C), we may calculate the
probability of each term ti in V (C) as shown in Eq. (10) and the expected Zipfian
distribution of terms as shown in Eq. (11). We used the classic version of the
Zipf’s law and, therefore, s was set to 1.

P (ti) =
freq(ti, C)∑

ti∈V (C) freq(ti, C)
(10)

Q(ti) =
1/is∑|V (C)|

r=1 1/rs
(11)

The unsupervised Stylometric Evaluation Measure (SEM) of C is obtained by
calculating the asymmetrical Kullback-Leibler distance of the term frequency
distribution of C with respect to its Zipfian distribution, as shown in Eq. (12).

SEM(C) =
∑

ti∈V (C)

P (ti)log
P (ti)

Q(ti)
(12)

A summary of the presented assessment corpus measures is given in Table 1.

Table 1. Text corpora assessing measures

Short name Description Category Approach

SLMB(C) Language model perplexity Broadness Supervised
ULMB(C) Language model perplexity Broadness Unsupervised
SV B(C) Vocabulary of categories Broadness Supervised
UV B(C) Vocabulary of document Broadness Unsupervised
DL(C) Document length Shortness Unsupervised
V L(C) Vocabulary size Shortness Unsupervised
CI(C) Document distribution Imbalance Supervised
SEM(C) Zipfian based distribution Stylometric Unsupervised
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3 Computational Study of Testbed Corpora

The experiments were carried out over the following corpora: WebKB [17],
CICLing-2002 [18], hep-ex [7], 20 Newsgroups (20NG) and the R8 and R52
subsets of the Reuters-21578 text categorization collections. Moreover, the 100
corpora which compose the WSI-SemEval collection were also used [19].

In order to assess how well each assessment measure performs, we have cor-
related the automatic ranking of the corpora (according to each measure) with
respect to an expert manual ranking.

We have considered that there are no tied ranks and we have not made any
assumptions about the frequency distribution of the evaluation measures. More-
over, the equi-distance between the different corpora evaluation value cannot be
justified and, therefore, the correlation was calculated by means of the Kendall
tau (τ) rank correlation coefficient [20].

τ =
2 · P

(e · (e − 1))/2
− 1 (13)

where e is the number of items, and P is the number of concordant pairs obtained
as the sum, over all the items, of those items ranked after the given item by both
rankings.

This coefficient value lies between -1 and 1, and high values imply a high agree-
ment between the two rankings. Therefore, if the agreement (disagreement) be-
tween the two rankings is perfect, then the coefficient will have the value of 1 (-1).

Tables 2 and 3 illustrate all the evaluation measures with the corresponding
obtained value for each one of the evaluated corpus. Aside of each measure
we may also see the associated manual ranking which is used to evaluate their
performance.

The correlation results (see Table 4) show a high agreement between the
automatic and manual corpus rankings for each one of the analysed measures
(over 109 corpora). The lowest value (0.56) was obtained for two unsupervised
measures (ULMB(C) and UV B(C)). Therefore, we consider to have a good

Table 2. Corpus assessment measures for domain broadness

Corpus SLMB(C) ULMB(C) SV B(C) UV B(C)

CICLing-2002 38.9 / 1 63.6 / 1 1.73 / 1 2.70 / 1
hep-ex 298.2 / 2 93.8 / 2 2.75 / 2 3.07 / 2
WSI-SemEval 195.0 / 3 130.6 / 3 1.80 / 3 3.06 / 3
WebKb-Training 262.3 / 5 628.6 / 5 0.50 / 5 1.77 / 5
WebKb-Test 337.4 / 4 218.9 / 4 0.44 / 4 1.60 / 4
R52-Training 627.6 / 9 143.1 / 9 4.38 / 9 4.62 / 9
R52-Test 565.8 / 8 177.5 / 8 4.58 / 8 4.82 / 8
R8-Training 603.9 / 7 135.9 / 7 3.67 / 7 4.76 / 7
R8-Test 545.7 / 6 134.6 / 6 3.84 / 6 4.89 / 6
20NG-Training 694.4 / 11 400.2 / 11 5.23 / 11 6.08 / 11
20NG-Test 786.0 / 10 455.4 / 10 5.21 / 10 6.05 / 10
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Table 3. Corpus assessment measures (stylometry, shortness and class imbalance)

Corpus SEM(C) DL(C) V L(C) CI(C)

CICLing-2002 0.301 / 11 70.5 / 7 48.4 / 7 0.036 / 3
hep-ex 0.271 / 10 46.5 / 1 36.8 / 1 0.280 / 11
WSI-SemEval 0.448 / 9 59.6 / 2 50.3 / 2 0.226 / 10
WebKb-Training 0.231 / 8 133.7 / 9 77.1 / 9 0.096 / 6
WebKb-Test 0.227 / 7 136.2 / 8 79.4 / 8 0.097 / 7
R52-Training 0.159 / 5 70.3 / 6 43.1 / 6 0.067 / 4
R52-Test 0.120 / 2 64.3 / 4 39.7 / 4 0.068 / 5
R8-Training 0.142 / 4 66.3 / 5 41.2 / 5 0.171 / 9
R8-Test 0.098 / 1 60.1 / 3 37.3 / 3 0.169 / 8
20NG-Training 0.154 / 6 142.7 / 11 84.3 / 11 0.004 / 1
20NG-Test 0.144 / 3 138.7 / 10 83.2 / 10 0.005 / 2

trade-off between the unsupervised characteristic and the relatively low Kendall
tau value obtained by ULMB and UV B. In particular, the time needed for
calculating the ULMB measure in huge collections may be prohibitive, but this
issue may be alleviated by using sampling over the complete data set.

All the assessment measures were compiled in a on-line system which we have
made available for all interested researchers2. Therefore, the assessment measures
may be used not only to evaluate other corpora but to compare the results with
the standard corpora already evaluated and presented in this research work.

Table 4. Correlation between the automatically and manually obtained ranking

Assessment measure τ value

SLMB(C) 0.82
ULMB(C) 0.56
SV B(C) 0.67
UV B(C) 0.56
SEM(C) 0.86
DL(C) 0.96
V L(C) 0.78
CI(C) 1.00

4 Conclusions

We have presented a set of corpus evaluation measures that may be used to
either, evaluate gold standards or to make decisions a priori when, for instance,
clustering particular kinds of text collections such as, narrow domain short-text
corpora [18].

All the proposed measures were executed over several corpora in order to
determine their evaluation capability. We ranked each corpus according to the
evaluation value given by the corresponding measure and, thereafter, we calcu-
lated the Kendall tau correlation coefficient in order to determine the correlation
2 http://nlp.dsic.upv.es:8080/watermarker; http://nlp.cs.buap.mx/watermarker



On the Assessment of Text Corpora 289

degree between the automatically and the manually obtained ranking. Our find-
ings indicate a strong agreement of all the evaluation measures with respect to
the manual ranking.

The developed quality corpus analysis system would allow researches in dif-
ferent fields of linguistics and computational linguistics to easily assess their
corpora with respect to the aforementioned corpus features.
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